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Abstract—The article describes the methods and tools of protection the distributed computer systems. It suggests the new approach, which is based on neural network systems.
Also it realizes and describes a complex adaptive system, which consists of the recognition subsystems, classification of threats and intelligent control, basing on intelligent agents. This combination allows realizing adaptive control of the information system protection, providing timely response to threat and making decisions in real time mode.

With the help of the developed software, and using multi-agent systems, the experiments and researches of effective protection of DCS were carried out.
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I. INTRODUCTION

Protection of the distributed computer system is ensured in two ways. The first way is to try to build the so-called totally secured system in which processes of authentication, mechanisms of access rights delimitation, etc., are constantly complicated. However, this way has several minuses. Firstly, there is the problem of protection against local legal subjects. Secondly, the authentication protocols are not perfect in terms of security, and passwords can be stolen or cracked. The second way is to complicate the mechanisms of detecting anomalies in the actions of the subjects, in relation to resources.

The decision trees, hidden Markov network, fuzzy logic, supported vector method etc. are among the existing methods of protection of distributed computer systems. They perform analysis of output data and implement algorithms of response to threats. Therewith, neural-network and intelligent-agent based systems, i.e. those where intelligent approach to detection of threats in DCS is used, show the best results in recognition of new and modified threats [1].
They serve as the basis for the decision support systems which help to the network administrator to detect and timely respond to a threat, using one or the system of intelligent agents. Their task is to process the data presented in the intelligent database of the subject domain and "experience" accumulated in the learning process, and to generate solutions according to a specified target function.[2]
II. SECURITY MULTI-AGENT MANAGEMENT ARCHITECTURE
In order to ensure security within the distributed computer system, the security multi-agent management architecture was proposed to be used. It looks like a complex of autonomous and intelligent agents located in specific network nodes. These agents cooperate and communicate with each other in order to fulfill tasks of effective detection, and therefore to achieve greater efficiency in protection of the system as a whole [3,4].
The main characteristics of the security architecture are flexibility, adaptability and distribution of security mechanisms. The multi-agent based on the security management architecture consists of four main components, which are shown in the following figure.

Mechanism of development of intelligent agents (MIA). There is an environment, where intelligent agent security management tools are created, initialized and controlled. Such environment also serves as an access point for system administrators.

Intelligent Agent (IA). It is an intelligent agent that collects, filters from management and conducts activities on assurance of security in the computer system.

Intelligent agent execution environment. It is a complex of the components which are necessary for execution and migration of intelligent agents.

System administrator workstation. It is an interface through which the security administrator (man) interacts with the architecture. The security administrator must specify the security policy in order to apply it and to create a copy of the IA.
For such operations, the security administrator is provided with the necessary access to the intelligent and management agent development mechanism.
Management of activities in the system is determined by its administrator and displays the security policy. Thus, there are many IAs in the network environment, cooperating with each other in order to ensure the global management security, as shown in Fig. 1.
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Fig.1. Sequrity multi-agent management architecture 
The security multi-agent management mechanism is an extension of functioning of the intelligent agent architecture. Such approach is used in order to improve quality of the threat learning and identifying processes. The multi-agent system functions as a single unit and combines all the information coming from all the agents of its structure.[4]

III. GENERAL INTELLIGENT AGENT ARCHITECTURE
The distributed computer system protection mechanism is proposed, which is based on intelligent-agents with the base agent located on the administrator, server node side, and the agent located on the user side. The second one has a unique link with help of which information is exchanged with the main agent. Such link is created upon request of the user agent and destroyed upon exit from the system. Fig. 2 shows the main agent interacting through a variety of links with agents on the user side.
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Fig.2. Intellegnt agent architecture
Let us consider the features of realization of the intelligent agent on the user side, shown on Fig. 2, in more detail. It includes four main components: sensor, transmitter, profile reader and comparator.[4]
Sensor. When carrying out any operations at the user workstation and logging in the system, data acquisition is the first phase of operation of the intelligent agent. The sensor, which constantly scans the software launched at the user workstation, is responsible for fulfillment of this task. Debriefing of activity occurs in a certain period of time and is accompanied by acquisition of such data as: user ID, program names, process and resource IDs etc. The frequency of sensor scanning can be changed by the system administrator or formed based on the data acquired by the prediction mechanism. This unit allows forecasting the future activity based on the previous one.
Transmitter. After the first debriefing by the sensor, the transmitter requests the user profile from the main agent. Such operation is provided with help of the link between the main agent and the user agent. Let us remark that this process is parallel and does not interfere with obtaining of profiles by other agents.

Profile Reader. The obtained profile comes to the profile reader. The data are processed there and come to the comparator. The user profiles are previously created by the system administrator for each node based on the common profiles and added rules of specific behavior models. They contain information on the past and current user activity and are constantly added by new records.

Structurally, the user behavior consists of:

1. Information on the programs with which the user works or worked;

2. The way by which these programs were performed;

3. The catalog and files with which the user works or worked.
Comparator. Active actions of the intelligent agent are performed after comparison of the user profile and information obtained from the sensor. If the current behavior does not comply with the permitted behavior recorded in the profile, the comparator sends a message to the main agent through the transmitter, containing the user ID and erroneous behavior type. Such erroneous behavior type may include unauthorized access to the directory, file opening using the prohibited program etc. Then, the following actions are performed.
1. Sending of a warning message to the system administrator or user;

2. Shutdown of the software provoking false behavior;

3. Prevention of launching of the software in the future until the user profile is corrected.

The second and the third phases may occur locally and in parallel, i.e. at the user workstation when informing the administrator. It ensures timely response of the information system protection mechanism to a threat.
Then the system administrator makes a decision: if the process is allowed, then the relevant information is entered into the user profile and the permission to performing of the operation is given. Otherwise, the process is blocked and the user is notified of it. [5]
IV. INTELLIGENT AGENT REALIZATION BASED ON NEURAL NETWORKS
The intelligent agent can acquire information from various sources, in particular from the data on a threat analyzed by the neural network, the general pattern of interaction of which is shown in Fig. 3. 
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	Fig.3. Intellegent agent and neural network interaction pattern


The intelligent Agent uses the neural network mechanism to detect and classify potential security threats. Input system parameters come to the agent sensor, which constantly reads data from the relevant environment and transmits them to the neural network inputs. In addition to the system data, the input information provided by the intelligent agent may also include the data on the subject itself, its activity etc.

The parameters, which are used as input data for identifying by the neural network of system attacks, may include: network records and events, data on the time of logging by the subjects in and out of the system, number of processes, indicators of access to files, time intervals of access to resources, requests to the computer system resources and objects.

After receiving of the neural network analysis result of by the attack type and class or after assertion of the normal system condition, such information is transmitted through the agent links to other agents, as well as to the main agent of the system security administrator. Thus, the information on potential threats is analyzed by the whole structure of the security mechanism, which increases accuracy of the attack possibility analysis in general.
V. ATTACK IDENTIFICATION MECHANISM BASED ON MODIFIED KOHONEN NEURAL NETWORK
Neural networks, like intelligent agents, are also capable of learning, though the principle is somewhat different. The result which is the consequence of neuron activation is generated based on the acquired input data and previous experience in the form of defined weights of links between input and intermediate layers [6]. Their integration into a single system allows analyzing input parameters and, with some probability, answering the question: which class or type the input information is referred to. As distinct from ordinary mechanisms, they have no standard algorithm of performance and can learn by changing the coefficients of links between neurons. In the process of learning, the neural network is capable of identifying complex dependences between input and output data and integrating the obtained image. By the learning method, neural networks are divided into those that require previous learning and the self-learning ones, to which the Kohonen networks, which are characterized by the structural distributed memory, belong. It allows avoiding of refusal of the network as a whole in a case of refusal of one of the neurons. Such effect is achieved due to the fact that the whole cluster of neurons, rather than one of them, classifies input data. Each input signal vector comes to the input of each neuron of the two-dimensional neuron matrix, and a variety of weights of links is represented in the form of a matrix.
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(1)

Vectors of weight coefficients of links are the elements of such matrix. From the start of learning, the neural network weight coefficients are defined randomly from a certain range. Then the distance between the input signal vector and a variety of network neurons is calculated according to (2).
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where 
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is the vector of weight coefficients of links at the time t. At the third phase, the neuron by the (i, j) coordinates, for which such distance is the smallest, is searched. Then the weights of links for learning by the network are changed:
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where k (t) is the learning coefficient or rate, which is decreased with time.

Thus, the Kohonen network is learnt by the method of gradual approximations. In the process of learning, data come to its input, but the network adapts to certain regularities in the input data, rather than to the standard output value. Learning starts from the randomly selected original location of centers.

During sequential transmission of learning sets to the neural network input, the most similar neuron is defined, i.e. the scalar product of weights and the vector delivered to the input of which is minimal. This neuron is declared the winner and becomes the center when adjusting the weights of neighboring neurons. Such learning rule provides for "competitive" learning, taking into account the distance of neurons from the "neuron-winner". The sense of learning here is not to minimize errors of identification, but to adjust the weights – internal parameters of the neural network – for the most complete match with the input data. [7].
The Kohonen hidden layer serves as the network basis. However, in order to improve the system condition analysis result and to identify attacks the modified Kohonen neural network was proposed. At that, the hidden layer of the Kohonen network neurons was proposed to divide into two parts or sets. The first set of neurons is responsible for identification of the type and class of attacks, herewith, change of input weights at the output layer causes activation of linear functions. The value "0" corresponds to the allowed system condition, and "1" - respectively, to the attack. The second set of neurons analyzes the normal system condition, which allows supplementing and specifying of the result of the output layer of the attack class.

Usage of the Kohonen neural network, as the hidden layer, where all the input parameters are delivered to the neuron matrix, forms a fully meshed neural network. It must be noted that this type of the neural network is characterized by the significant number of links. Hence, it is advisable to perform some simplification and verbalization of the neural network due to the fact that the elements: input parameters, neurons which have the reduced impact on correctness of identification of conditions, - may be excluded from the network without essential reduction in quality of identification.
VI. INTERACTION OF INTELLECTUAL AGENTS IN MULTI-AGENT ARCHITECTURE
In order to identify vulnerabilities, this mechanism can use settings of the computer network, number of its users, user rights, parameters of their access, number and types of ports, network services and administrator settings.

In order to identify attack actions, the data must be analyzed and acquired at several levels of the distributed computer system. So, the following input data were used: network batch data, router log data; operating system security log data; operating system register data and operating system process data.

Usage of multiple agents forms a complex system, see Fig. 4, where two or more intelligent agents function.
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Fig.4. Interraction of intellegent agents at different levels

The structure of such systems is characterized by the internal order, consistency, interaction of more or less differentiated autonomous agents. Thereby, several agents can communicate, transmit certain information to each other, interact and solve the assigned tasks, which are distributed among the agents, each of which is considered as a member of the group or organization. Distribution of tasks provides for assignment of roles to each member of the group, determination of extent of its responsibility and requirements for experience.
VII. RESEARCH RESULTS OBTAINED
Based on the architecture of multi-agent data protection and security in distributed computer systems, the DDoS attack modeling software and environment were developed. This type of attack was chosen due to criticality and frequent occurrence of such attacks, which injure availability of information resources.

The task of the neural network, as the information provider of the intelligent agent, is to define the way of substitution and generation of the IP address, i.e. similarity of addresses, which send requests to the RCS nodes or to a specific node.[8] Determination of similarity of the impact purpose and aim can be another feature for identification of the DDoS attack. Such parameters as overtrafficing of transmission of data batches, creation of a large number of new IP addresses, marking of abrupt and significant jumps in data transmission, - are also defined by the multi-agent system.
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	Fig.5. Ttraffic curve on protected node of distributed computer system


At the first phase, the model of typical, normal functioning of the investigated network without any attacks, is assumed. Figure 6 shows it in the period from 0 to 300 s. After all parameters are analyzed, an attack occurs with generation of a large number of data batches concentrating on one of the nodes – it is 400 s, which exceeds the assumed limit traffic. In parallel, scanning of the network traffic is performed by the multi-agent system, which defines the type of attack and its similarity to a certain type using the neural networks. Then, reaction of the main agent, generation of countermeasure commands and restoration of normal operation of the network happen – it is 400 - 500 s. In case of absence of such system, continuation of critical load is observed. On 600 s, repeated attack occurs with changed nature of generation of the IP address, attack purpose and aim, and number of the sent batches. In this case, the multi-agent system applies a new protection mechanism and reduces load and subsequent refusal of the information resource.
VIII. CONCLUSION
In the context of increasing of the number of attacks and their complexity, protection of information systems requires an intellectual approach, which could learn and make decisions on security itself and identify threats classifying them by certain features.

The developed software system based on the system of neural networks and intelligent agents allows identifying and classifying an attack and responding to it by generating countermeasure commands in order to ensure operation of the fail-safe system and availability of information resources.

A series of experiments with a number of specific-type attacks on the distributed computer system were carried out. As a result, based on the network traffic curve, we can conclude that the multi-agent protection system is based on intelligent agents and neural networks, and as the way of identification of the type of attack it shows a high level of DCS protection.

Further researches will be focused on increase and improvement of the database and mechanisms of protection against various types of attacks.
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